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INTRODUCTION

The aim of this assignment is to implement a natural language model(NLP) based on a corpus from
the European Parliament in order to extract probabilities for a sentence based on bigrams and
trigrams. Then given a sentence we will predict the next word and based on these predictions and
on efficiency measures we will compare the predictive ability of bigram and trigram models. Also, in
case a word is not correctly spelled the model will suggest the most probable word based on the
probabilities extracted and the edit distance. For this assignment the NLP algorithm implemented is
Kneser Ney as it is much more efficient than Laplace.

You can find the python code in the following github link:
https://thinkingtea.github.io/repoTEA/

PREPROCESSING OF THE CORPUS

As mentioned before the corpus used was a text from the European parliament. In order to test the
algorithm we first split the text into a training and a test set with a proportion of 77%-33%.

The first issue to tackle in the training corpus was the words that do not appear often. In our case
the words appearing less than ten times within the training corpus are replaced with “UNK”.In order
to do that we tokenized the training set, calculaed the frequency of each word using thefdist function
provided by nltk and replaced the words for which the freuquency was less than ten.

To extract the probabilities of the bigrams and trigrams we need to introduce a “start1”, "end12”
word at the start and the end of each sentence for the bigrams and a “start1”, “start2”, "end12” for
the trigrams. To achieve this, we created two copies of the initial training set. The original will be
used as is for the unigram probabilities and the copies will be processed for the bigram and the
trigram probabilities.

It is important to note that the process of replacing the infrequent words is time consuming and thus
we have already ran the code and stored the results in the files “unigram.txt”,
“bigram.txt,”trigram.txt”. Sosince the files are already created, we can tokenize the text and
implement the Kneser Ney algorithm to calculate the smoothed probabilities for both the bigram and
the trigram model.

KNESER NEY ALGORITHM

Kneser—Ney smoothing is a method primarily used to calculate the probability distribution of n-
grams in a document based on their histories. ReinhardKneser and Hermann Ney proposed the
method on 1995. More specifically, it uses absolute discounting by subtracting a fixed value fromthe
probability's lower order terms to omit n-grams with lower frequencies. For this reason, it is
considered one of the most effective smoothing techniques both for lower and higher order n-grams.

An example that could illustrate the concept behind this method is the frequency of
the bigram "European Union" in our corpus. Suppose this phrase is abundant in a given training
corpus. Then the unigram probability of the unigram "Union" will also be high. If we unwisely use
something like absolute discounting interpolation in a context where our bigram model is weak, the
unigram model portion may take over and lead to some strange results. In other words, relying on
only the unigram frequency to predict the frequencies of n-grams leads to skewed results. In
contrast, Kneser—Ney smoothing aims to fix this problem by considering the frequency of the
unigram in relation to the possible tokens preceding it.


https://en.wikipedia.org/wiki/Probability
https://en.wikipedia.org/wiki/N-gram
https://en.wikipedia.org/wiki/N-gram
https://en.wikipedia.org/wiki/Document
https://en.wikipedia.org/wiki/Bigram
https://en.wikipedia.org/wiki/San_Francisco

The interpolated recursive Kneser-Ney smoothed bigram model is as follows:

max{c(wle)—D,0}+ CN(w1),c(wiw2)

PKN(w2|w1)= c(w1) Tc(wl)  N(v) )

The interpolated recursive Kneser-Ney smoothed trigram model is as follows:

max{c(wilw2w3)—D,0} +D N(wiwzs) o (max{N(-w2w3)— D,0}+ N (w2) , N(w3)

PKN(w3|wlw2)= c(wiw2) " c(wiw2) N (w2)) "N(w2)  N() )

PREDICTING USING KNESER NEY
Predictive Keyboard

Predictive keyboard is a keyboard with the power to predict the next word. Given a sentence we
focus mainly on the last part of it (i.e mostly the last four words) and we predict the next word. If the
last token does not exist in the vocabulary of the trained model (ex. a word that is not yet
completed), we utilize the edit distance and among the closest words, the most probable bigrams or
trigrams are chosen. Obviously, in that case the outcome is not an extra word or a prediction but a
word that could possibly replace the last word of the given sentence.

Although we implemented edit distance using dynamic programming, we used the implementation
of nltk for efficiency reasons and we just set the substitution cost to two. That way, we penalize
more words that do not contain the letters existing in the last token of the given sentence, while with
that approach we simulate better real case scenarios. The implementation of the edit distance
algorithm can also be found in the github repository.

Finally, it should be mentioned that both approaches utilize the bigram and the trigram model. Both
models calculate the smoothed probabilities and then the top three words associated with the
highest probabilities are returned.
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Figurel Predictions for bigram model
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Figure2 Predictions for trigram model

EFFICIENCY MEASURES

The most common metric for evaluating the performance of a language model is the probability that
the model assigns to test data, or the derivative measures of cross-entropy (or just entropy) and
perplexity. As the cross-entropy of a model on test data gives the number of bits required to encode
that data, cross-entropy is a direct measure of application performance for the task of text
compression.

Entropy isalso a measure of information. Given a random variable X ranging over whatever we are
predicting and with a particular probability function. The entropy is useful when we don’t know the
actual probability distribution p that generated some data. It is generally assumed that lower
entropy correlates with better performance.

There are many parameters that could be optimized. The way to test the model is testing the
perplexity on the validation corpus. Perplexity is a measurement of how well a probability
distribution or probability model predicts a sample. We wrote a routine to calculate the perplexity
and we tested it on the validation corpus.

As mentioned earlier, we evaluate smoothing methods through their cross-entropy on test data over
a variety of training set sizes for both bigram and trigram models. We see that cross-entropy
decreases steadily as the training set used grows in size, this decrease is somewhat slower than
linear in the logarithm of the training set size. Furthermore, we see that the entropies of different
corpora can be very different, and that trigram models perform substantially better than bigram
models only for larger training sets.

The entropy of a bigram model is a little bigger, we are weighting the number of times that a word x
occurs first in a bigram out of all the words in the text, but then we have the weighted probabilities of



each of the ‘next words.” We can easily observe from the result that for bigram the entropy and
perplexity is 4.32 and 75.193 respectively and as far as is concern trigram is 3.83 and 46.097
respectively.

SUMMARY

The objective of the assignment was to implement Kneser Ney in order to predict the next word
using the previous two words or one (trigram, bigram). Results are positive; we conclude that we
have better predictions using the last two words than the one. In case having specific letters of a
word, it give us the words, which have the smallest distance from that letters. Kneser-Ney
smoothing makes use of the probability of a word being a novel continuation. Kneser-Ney’s
determines how likely a word is to appear in an unfamiliar bigram or trigram context. The code can
be found here: https://thinkingtea.github.io/repoTEA/.

FUTURE IMPROVEMENTS

There are a lot of things that could be tried:

It could be fruitful to correct mangled or misspelled word before to try the prediction.
Calculate the optimal value of D through test various values and selecting that values which
results to the lowest perplexity.

What is needed is a way to check faster different combination of parameters or just perform
repeated simulation.


https://thinkingtea.github.io/repoTEA/

